LIST OF GOVERNMENT FURNISHED EQUIPMENT

Preface
The previous version of this document, Government Furnished Property for the ECS, was updated and submitted as Part C in the Contracts Volume of the Change Order Modification Number One, document number 193-803-CH1-002, 15 September 1993.

This version submitted with Mod 86, ECS Restructure, replaces the previous version of the document.

Any questions or proposed changes should be submitted to the Data Management Office.

1.
Introduction
1.1
Overview
This revision of the ECS Contractor Team's Government furnished requirements has been modified in accordance with the Mod 86, ECS Restructure, proposal. It addresses the Government furnished facilities, equipment and property for GSFC and each DAAC site, Government furnished communications for backbone and dedicated circuits and for 1-800 phone service, allocation of the Contractor Team's Government furnished offices at GSFC and at the other DAAC sites, the Government furnished UPS system requirements for each DAAC, the Government furnished fire protection requirements at each DAAC, and Government furnished instrument, data, algorithm and product requirements, etc.


1.2
Assumptions
Raytheon assumes the items in Section G of the RFP (RFP5-13628/307) will be provided. They include items such as library privileges, security, facilities, energy fuel, utilities, cooling, NASA Network Communication Circuits, Existing Earth Science Data, Scientific Processing Algorithms, etc. 

1.3
Raytheon ECS GFE General Requirements
1.3.1
Training
Spacecraft training for EMOS/FOS M&O personnel will be provided and funded by the spacecraft contractor. Instrument training for EMOS/FOS M&O personnel will be provided and funded by the Principal Investigator/Instrument Engineering team.

1.3.2
Facilities
Facilities will be available for inspection and initial occupancy by the contractor team three months prior to start of initial installation of equipment at each site.


1.3.3
External Communications Links
Government furnished external communications links will be available for hookup testing two months prior to start of a Release I & T.

1.3.4
EOS Spacecraft Simulator Software

EOS AM-1 Spacecraft Simulator software will be delivered for integration NLT L-1 year (7/1/97).


1.3.5
Other NASA Communications Systems
EDOS and Ecom, FDF and NCC will be available for interface testing NLT 3/1/96 and for full functionality testing NLT 10/1/96.


1.3.6
Algorithm Deliveries
See Section 7.


1.3.7
Access to Documentation
The Contractor team will require access to plans, procedures and handbooks for NASA and the host agency at each of the DAAC sites. Administrative information such as organization charts, telephone books, bulletins and newsletters will be provided and updated as changes occur or at each re-issue. The DAAC related facility plans for each of the DAACs would be provided to the contractor along with local codes and procedures.

1.3.8
Government Standards
At contract award, the Contractor team will require copies of all imposed Government standards that are to be used in ECS development. These standards will be updated by the government as changes occur.

1.3.9
User and System Accounts and Access to Reports 

User and systems accounts and time are required on the GSFC and other DAAC supercomputers, other computers, high-speed networks, and other networks. Access is also required to statistical reports on usage and performance of the GSFC and other DAAC supercomputers, other computers, high-speed networks, and other networks.

1.4
NASA Resource Requirements
1.4.1
Logistics Support Requirements
We assume that NASA GSFC Mission Operations and Data Systems Directorate (MO&DSD) Logistics Operations will provide: 

1. ILS planning support

2. Supply support (computer paper, copier paper, shipping containers for media and LRU shipment, labels, envelopes, notebooks, pads, paper, folders, and desk items) 

If ILS support across the ECS is not provided by MO&DSD, we assume that the ILS support identified here will be provided by each of the DAAC’s support agencies.

1.4.2
Facility Support
The ECS Contractor team will have an impact at GSFC and each of the remote DAAC sites on the host organization. As tenants on existing facilities, we add to the total staff that must be supported by the Government furnished facility infrastructure services. Examples are security, badging, police, parking, first aid, mail, disposal of recyclable paper, janitorial, and waste management.

1.4.3
Initial Space Requirements

Office space was required for an engineer and a scientist at each DAAC, by July 1993 except for ORNL, which required space for an engineer upon approval of the CO-1 proposal. .


1.4.4
Temporary Space Requirements
We anticipate a recurring requirement for temporary office space for “tiger” teams, test team personnel during testing, pre-launch integration and test/dry run activities, and similar relatively short duration activities. We estimate a need for space including telephone service for up to 10 people. This space has not been included in Section 3.

1.4.5
Additional Permanent Archival Storage Space at GSFC
The current assessment of the permanent archival storage space requirements at GSFC, indicates that the storage area previously allocated for the purpose is not adequate for the archive implementation using existing technology. If the anticipated technology developments take place as previously forecast, the space will be adequate through the year 2002. The space requirements must continue to be carefully tracked.

1.4.6
Storage of “Safe-Store” Tapes
Each DAAC will provide storage space for “safe-store” tapes, which would be used in disaster recovery of the DAAC system.

2.
Not Used
3.
Facility Space Requirements
Key release implementation dates, facility raised floor space, office space, maintenance and operations space, and other temporary space requirements are provided in 302-CD-00n-00x, for each of the DAAC’s, the SMC, and AM-1 flight operations in Building 32.

3.1
Office Space
ECS contractor personnel performing as members of the M&O staffs and in support of ESDIS should be furnished space and office furnishings comparable to the host organization. A rule of thumb is:

ECS senior contractor representatives - 150 sq. ft.

Supervisors and senior technical staff - 100 sq. ft.

Technical and administrative staff - 64 sq. ft.

3.2
Conference Rooms
Existing host organization conference rooms, which may be scheduled, will meet ECS contractor requirements. If sufficient host conference rooms are not available, the ECS contractor may set aside a portion of the ECS allocated space for conference rooms.

4.
Power, Cooling, UPS, and Fire Protection Requirements
Power, UPS, auxiliary power, grounding, cooling, heating and ventilation requirements are provided in the ECS facility plans for each site. Please see document number 302-CD-00n-00x.

5.
Communications Requirements
5.1
Backbone Circuits
The EBnet Consolidation initiative has resulted in the elimination of the Backbone Circuit requirement from the EOSDIS Core System (ECS) Functional and Performance Requirements Specification (F&PRS). The EBnet organization is now responsible for Backbone Circuitry. 

5.2
Connectivity to ECS Internal Network
Government furnished Communications requirements at each DAAC are described in the following sections. The requirements identify the required connectivity to DAAC-specific LANs, to the EBnet WAN equipment, and to NSI-provided WAN equipment. 

5.2.1
Building 32 Connectivity to ECS Internal Network
Government furnished communications requirements at the GSFC DAAC are as follows:

1. 
Single-attached FDDI cabling from IsoLAN FDDI concentrator to the ECS router - one multi-mode fiber cable pairs with MIC terminators.

2. 
Dual-attached FDDI cabling from EBnet router to the ECS FDDI Switch - two multi-mode fiber cable pairs with MIC terminators.

3. 
Dual-attached FDDI cabling from EBnet router to the ECS Ingest FDDI concentrators - two multi-mode fiber cable pairs with MIC terminators.

4. 
Dual-attached FDDI cabling from NSI router to the ECS router - two multi-mode fiber cable pairs with MIC terminators.

5. 
Dual-attached FDDI cabling from EBnet router to the ECS router - two multi-mode fiber cable pairs with MIC terminators.

5.2.2
LaRC DAAC Connectivity to ECS Internal Network
Government furnished communications requirements at the LaRC DAAC are as follows:

1. 
Single-attached FDDI cabling from IsoLAN FDDI concentrator to ECS router - one multi-mode fiber cable pair with MIC terminators.

2. 
Dual-attached FDDI cabling from EBnet router to ECS FDDI Switch - two multi-mode fiber cable pairs with MIC terminators.

3. Dual-attached FDDI cabling from EBnet router to ECS Ingest FDDI concentrators - two multi-mode fiber cable pairs with MIC terminators.

4. Single-attached FDDI cabling from NSI router to ECS router – one multi-mode fiber cable pair with MIC terminators

5.2.3
EDC DAAC Connectivity to ECS Internal Network
Government furnished communications requirements at the EDC DAAC are as follows:

1. 
Dual-attached FDDI cabling from ECS FDDI Switch to EBnet Router - two multi-mode fiber cable pairs with MIC terminators.

2. 
Dual-attached FDDI cabling from EBnet router to ECS router - two multi-mode fiber cable pairs with MIC terminators.

3. 
Dual-attached FDDI cabling from ECS Router to EDC Exchange LAN - two multi-mode fiber cable pairs with MIC terminators.

4. 
Dual-attached FDDI cabling from ECS Router to NSI Router - two multi-mode fiber cable pairs with MIC terminators.

5.2.4
JPL DAAC Connectivity to ECS Internal Network
Government furnished communications requirements at the JPL DAAC are as follows:

1. 
Dual-attached FDDI cabling from IsoLAN FDDI concentrator to ECS Router - two multi-mode fiber cable pairs with MIC terminators.

2. 
Dual-attached FDDI cabling from V0 FDDI concentrator to ECS Switch/Router - two multi-mode fiber cable pairs with MIC terminators.

3. 
Dual-attached FDDI cabling from EBnet router to ECS router - two multi-mode fiber cable pairs with MIC terminators.

5.2.5
NSIDC DAAC Connectivity to ECS Internal Network
Government furnished communications requirements at the NSIDC DAAC are as follows:

1.
Dual-attached FDDI cabling from Ebnet router to ECS FDDI switch – two multi-mode fiber cable pairs with MIC terminators.
2.
Dual-attached FDDI cabling from IsoLAN FDDI concentrator to ECS FDDI Router - two multi-mode fiber cable pairs with MIC terminators.

5.2.6
ORNL DAAC Connectivity to ECS Internal Network
Government furnished communications requirements at the ORNL DAAC are as follows:

1. 
Dual-attached FDDI cabling from ORNL router to ECS FDDI Switch/Router - two multi-mode fiber cable pairs with MIC terminators.

5.2.7
ASF DAAC Connectivity to ECS Internal Network
Government furnished communications requirements at the ASF DAAC are as follows:

1.
Dual-attached FDDI cabling from ECS FDDI Switch/Router to EBnet Router - two multi-mode fiber cable pairs with MIC terminators.

2.
Ethernet cable from ECS FDDI Switch/Router to ASF Production and V0 LAN - one 10base-T cable with RJ45 terminator.

3.
Dual-attached FDDI cabling from ECS FDDI Switch/Router to ASF Production System LAN - two multi-mode fiber cable pairs with MIC terminators.

4.
Dual-attached FDDI cabling from ECS Router to ECS-NSI Exchange LAN - two multi-mode fiber cable pairs with MIC terminators.

5.3
ADC/SCF Connectivity to Internal ECS Network
Section 8.2.2.2, ESN Architecture (EOSDIS Core System [ECS] Requirements Specification) identifies the need for connectivity of selected ADCs/SCFs to the ECS internal network. Communications requirements for Government-furnished circuits that connect selected ADCs/SCFs to the internal ECS network are based on the following implied requirements:

Selected ADCs provide IMS-IMS exchange with ECS to support user requests.

Selected ADCs provide ECS requested ancillary data for production of ECS standard products at the ECS DAACs, as well as other ECS requested data. 

Selected SCFs participate in ECS I&T of EOS algorithms and science QA of the operational products. 

Selected SCFs participate in EOS instrument operations (i.e. EOS PIs and TLs) conducted at the GSFC ICC.

The connectivity to be furnished by the Government is documented in various IRDs and ICDs that are incorporated into this document by reference. A sample list is shown in Table 5-1. Additional IRDs and ICDs will be defined as needed.

Table 5-1.  Selected ECS Interfaces

Controlling Org
Document #
Document Title

ESDIS
505-41-12
IRD Between EOSDIS and Science Computing Facilities 

ESDIS
505-41-19
IRD between ECS and the NOAA Affiliated Data Center 

ESDIS
505-42-01
IRD between ESDIS and the NSI for Non-ECS EOSDIS Elements 

ESDIS
423-41-54
IRD Between ECS and the Data Assimilation System (DAS) 

ESDIS
505-41-11
IRD Between ECS and Version-0 System ESDIS

ESDIS
505-41-13
IRD Between EOSDIS and the Landsat 7 System 

ESDIS
505-41-15
IRD Between EOSDIS and the AM Project for AM-1 Flight Operations System 

ESDIS
505-41-17
IRD Between EOSDIS and NASA Science Internet (NSI) 

ESDIS
505-41-18
IRD Between ECS and MITI ASTER GDS Project 

ESDIS
505-41-22
IRD Between ECS and the Stratospheric Aerosol and Gas Experiment III (SAGE III) 

ESDIS
423-41-56
ICD Between ECS and the Data Assimilation System (DAS) 

ESDIS
423-42-02
ICD Between the GSFC DAAC TSS and the LaRC DAAC TRMM Information System (LaTIS) for Support of TRMM

ESDIS
505-41-33
ICD Between the ECS and SCF 

ESDIS
505-41-34
ICD Between ECS and ASTER Ground Data System 

ESDIS
505-41-37
ICD Between ECS and the Spacecraft Software Development and Validation Facilities (SDVF) 

ESDIS
505-41-38
ICD Between ECS and EOS-AM Project for AM-1 Spacecraft Analysis System 

ECS
209-CD-021-002
ICD Between ECS and the Alaska SAR Facility (ASF) DAAC 

ESDIS
423-41-44
ICD Between ECS and Jet Propulsion Laboratory (JPL) DAAC 

ESDIS
423-41-45
ICD Between ECS and the National Snow and Ice Data Center (NSIDC) DAAC

ESDIS
423-41-55
ICD Between ECS and ESDIS Level-1 Product Generation System (LPGS) 

ESDIS
505-41-21
ICD Between ECS and NASA Institutional Support System (NISS) 

ESDIS
505-41-30
ICD Between ECS and Version-0 System for Inter-operability 

ESDIS
505-41-31
ICD Between ECS and NASA Science Internet (NSI) 

ESDIS
505-41-32
ICD Between ECS and the Landsat-7 System 

ESDIS
505-41-36
ICD Between ECS and NOAA Affiliated Data Center (ADC) 

ESDIS
505-41-39
ICD Between the ECS and the LaRC DAAC

ESDIS
505-41-40
ICD Between ECS and the GSFC DAAC 

ESDIS
505-41-42
ICD Between ECS and ORNL DAAC 

ESDIS
505-41-47
ICD Between ECS and the Stratospheric Aerosol and Gas Experiment (SAGE III) Mission Operations Center (MOC)

5.4
"1-800" Phone Service
Table 5-2 depicts the requirements for Government furnished 1-800 Phone Service for User Services functions.

Table 5-2.  Government Furnished 1-800 Phone Service

Site
Comments
Quantity
Start Date
End Date


Help Desk Voice Circuits




EDF
Evaluation Package IMS
1
Oct 93
Jul 95

GSFC

1
Mar 95
Mar 96


Same line, increased usage
1
Apr 97-
Jun-99


Add line at EOS-AM launch
2
Jul 99
Dec 00


Same lines, increased usage
2
Jan 01
Oct 02

LaRC
ECS does not have scope for User Services at this DAAC.




EDC
 Rel B

Jun 97 



Add line at EOS-AM launch
2
Jul 99
Dec 00


Same line, increased usage
2
Jan 01
Oct 02

NSIDC
ECS does not have scope for User Services at this DAAC.




JPL
ECS does not have scope for User Services at this DAAC.




ASF
ECS does not have scope for User Services at this DAAC.




ORNL
ECS does not have scope for User Services at this DAAC.





Bulletin Board Modem Lines




EDF / GSFC
Evaluation Package support
4
Jul 93
Oct 02


Add lines at Rel A
2
Mar 96
Oct 02


Add lines at Rel B
3
Mar 97
Oct 02


Add lines at EOS-AM launch
3
Jul 99
Oct 02


Add lines for growth
3
Jan 00
Oct 02


Add lines for growth
3
Jan 01
Oct 02


Add lines for growth
2
Jan 02
Oct 02

5.5
Telephone Switch Requirements
5.5.1
Off-site Transfer Capability
The PBX/Centrex at each DAAC should have the Offsite Transfer Capability to allow trunk to trunk transfers from one DAAC site to another DAAC for the voice mail routing capability.

5.5.2
Telephone Switch Port Requirements
The number of ports required at each DAAC location includes both data and voice lines. The data lines, which will service the projected modems to be acquired, are shown in Table 5-3.

Table 5-3.  Modems by Year and Site 
Site
1994
1996
1997
Total

GSFC 
32

128
160

EDC

16
64
80

JPL 

16
32
48

LaRC 

16
32
48

MSFC

16
32
48

ORNL

16
32
48

NSIDC

16
32
48

ASF

16
32
48

To get the quantity of voice lines, a factor of 1.15 times the maximum number of positions indicated in the M&O staffing tables was used. The number of people for the first shift is equivalent to the total number of positions, each of which requires a telephone. The extra (.15) factor has been selected to provide additional telephones for conference rooms, laboratories, computer rooms, and other areas. Table 5-4 presents the total number of ports required on the Government furnished PBX/Centrex for each ECS site.

Table 5-4.  Total Government Furnished Telephone Ports Required Per Site

Site
M&O Staff
Voice Lines
Modems / Data Lines
1-800 Lines
Total Ports Required

GSFC
110
127
160
6
293

EDC
55
63
80
4
147

JPL 
2
2
48
0
50

LaRC 
6
7
48
0
55

ORNL
0
0
48
0
48

NSIDC
6
7
48
0
55

ASF
0
0
48
0
48

Total
179
206
480
10
696

6.
Requirements for Government Furnished Furniture
6.1
Office Space Furniture
ECS contractor personnel performing as members of the DAAC M&O staffs and in support of ESDIS should be furnished office furnishings comparable to the host organization. A rule of thumb is:

· ECS contractor managers - desk, desk chair, table and chairs, bookcases and file cabinets.

· Supervisors and senior technical staff - desk, desk chair, visitor’s chair(s), bookcase and file cabinets. 

· Technical and administrative staff - desk, desk chair, visitor’s chair, bookcase and file cabinets.

6.2
Conference Rooms
If sufficient host conference rooms are not available, and the ECS contractor must set aside a portion of the ECS allocated space for conference rooms, the host organization will outfit the conference room(s) with tables, chairs, overhead projector, screen and white boards. 

6.3
Operations Center and Computer Floor
DAAC, SMC and EOC operations centers should be outfitted with GFP computer work surfaces and chairs. Whether these are semi-custom, modular furniture or standard “off the shelf” work surfaces is the host organization’s decision. They must be of sufficient size and quantity to accommodate the number of ECS operations staff and H/W as projected in the ECS Facility Plans. Adequate GFP file storage must also be provided. The chair should be of higher quality than normal office furniture, i.e., suitable for occupancy by shift workers manning operations consoles, At some locations, these chairs will be occupied round the clock, subject to over 4 times the wear and tear of normal furniture.

Access to the Computer Floor and Operations Center should be restricted using a GFP Card Reader system or similar mechanism.

6.4
DAAC Library
Each DAAC should provide approximately 200 sq. ft. of library space for ECS materials and accommodations for a librarian. This may be collocated with the current DAAC library or a separate space. It should provide 210 linear ft. of GFP storage (the equivalent of twelve 3.5 ft. wide five-drawer files) for ECS materials.

6.5
Telephone Service
Each office and cubicle should be provided a GFP telephone, with voice mail, for each occupant. Manages, supervisors and conference rooms should be provided with speakerphones. There should be a telephone, with voice mail, at each operations position and sufficient telephones on the operations (computer room) floor to provide operations and maintenance personnel the ability to communicate.

6.6
Fax and Copiers
Each DAAC should provide other office equipment including fax and copier services for ECS employees.

7.
Government Furnished Instrument, Data, Algorithm, and Product Requirements
The required delivery dates of the versions of the science software by mission are provided in Table 7-1. 

Delivery of test data sets including instrument data, ancillary data, and any other related data sets is needed to support SSI&T, interface testing, ESDT development, etc are shown in Table 7-2.

The requirements for production rules, ancillary data, and preprocessing and toolkit enhancements are provided by the Government in accordance with the schedule in Table 7-3.

Table 7-1.  Science Software Deliveries

Mission
Instruments
Beta Delivery
Version 1
At Launch

EOS AM-1
ASTER

MISR

MODIS

MOPPIT
 complete complete completecomplete
 complete complete completecomplete
complete

complete

complete

10/15/1997

EOS PM-1
AIRS

MODIS
complete

6/1/1999
3/01/2000

3/01/2000
6/30/2000

6/30/2000

EOS CHEM-1
TES
12/1/2000
12/31/2001
6/30/2002

ICESat-1
GLAS
6/1/2000
9/1/2000
1/1/2001

Table 7-2.  Delivery of Instrument Test Data

Mission/Site
Instrument
At launch data formats including metadata
24 hours of data

AM-1
ASTER
Complete
N/A

AM-1
CERES
Complete
N/A

AM-1
MISR
Complete
N/A

AM-1
MODIS
Complete
N/A

AM-1
MOPITT
Complete
N/A

DAO/DAS
--
Complete
9/1999 for Rel 5B

5/2000 for Rel 6A

6/2000 for Rel 6B

Meteor-3
SAGE III
complete
complete

FOO
ACRIM
3/1/1999
3/1/1999

ADEOS II
SWS
3/1/1999
3/1/1999











ASF Data
N/A (for Rel 6B)
1/2000
9/15/2000

ORNL Data
N/A (for Rel 6B)
1/2000
9/15/2000

PM-1
AIRS
8/1999
 9/1/1999

PM-1
AMSR-E/AMSU/HSB
8/1999
9/1/1999

PM-1
CERES
8/1999
9/1/1999

PM-1
MODIS
8/1999
9/1/1999

CHEM-1
HIRDLS
 6/15/2000
 9/15/2000

CHEM-1
MLS
6/15/2000
9/15/2000

CHEM-1
TES
6/15/2000
9/15/2000

ICESat-1
GLAS
10/1/1999
3/1/2000

Table 7-3.  Delivery of Production Rule and SDP Toolkit Needs

Mission
Production Rule Requirement Need Dates
SDP Toolkit Requirements Need Dates

PM-1
complete
6/15/1999

CHEM-1
15-Apr-2000
6/15/2000

ICESat-1
15-Oct-1999
6/15/2000

8. Government Furnished Equipment in Support of EMOS

The following is the GFP required by Raytheon, Denver Operations in the performance of EMOS:

Equipment/Model
Manuf.
ECN #

Serial #
Need Date

Computers

Ultra 2


Sun

1949635
825F320B
12/22/98

Ultra 2


Sun

1951095
828F2A50
12/22/98

Ultra 2


Sun

1951094
828F2A4D
12/22/98

Ultra 2


Sun

1951091
828F2A4C
12/22/98

Ultra 2


Sun

1951093
828F2A47
12/22/98

Ultra 2


Sun

1951096
828F2A53
12/22/98

Ultra 2


Sun

1951092
828F2A52
12/22/98

Computers
Ultra 5


Sun

1946077
FW81214621
12/22/98

Ultra 5


Sun

1946071
FW81214262
12/22/98

Ultra 5


Sun

1947641
FW81618578
12/22/98

Ultra 5


Sun

1946078
FW81214252
12/22/98

Ultra 5


Sun

1947642
FW81618595
12/22/98

Ultra 5


Sun

1947998
FW81721038
12/22/98

Ultra 5


Sun

1951077
FW82910509
12/22/98

Ultra 5 


Sun

1951078
FW82910505
12/22/98

Ultra 5


Sun

1951079
FW82910427
12/22/98

Ultra 5 


Sun

1951080
FW82910362
12/22/98

Monitors 

GDM5010PT

Sun

1945655
9807KH4846
12/22/98

GDM5010PT

Sun

1945652
9807KH2903
12/22/98

GDM5010PT

Sun

1947646
9812KH1130
12/22/98

GDM5010PT

Sun

1945651
9807KH2877
12/22/98

GDM5010PT

Sun

1947649
9812KH1131
12/22/98

GDM5010PT

Sun

1948008
9810KH0174
12/22/98

GDM5010PT

Sun

1949637
9815KH1931
12/22/98

GDM5010PT

Sun

1949638
9815KH1930
12/22/98

GDM5010PT

Sun

1949639
9815KH0809
12/22/98

GDM5010PT

Sun

1949640
9815KH1932
12/22/98

GDM5010PT

Sun

1951099
9818KH2903
12/22/98

GDM5010PT

Sun

1951101
9818KH2910
12/22/98

GDM5010PT

Sun

1951087
9818KH2911
12/22/98

GDM5010PT

Sun

1951083
9818KH2908
12/22/98
GDM5010PT

Sun

1951102
9818KH2912
12/22/98

GDM5010PT

Sun

1951100
9818KH3111
12/22/98
GDM5010PT

Sun

1951088
9818KH3110
12/22/98

Tape Drives
4mm DDS3

Sun

1947657
815G2348
12/22/98

4mm DDS3

Sun

1945989
750G3885
12/22/98

4mm DDS3

Sun

1948867
747G4927
12/22/98

Disk Drives/UltraSCSI
9-GB, Unipack
Sun

1947653
816G2901
12/22/98

9-GB, Unipack
Sun

1947651
816G2931
12/22/98

9-GB, Unipack
Sun

1946012
811G0466
12/22/98

9-GB, Unipack
Sun

1946010
812G2567
12/22/98

9-GB, Unipack
Sun

1948010
818G3400
12/22/98

9-GB, Unipack
Sun

1946008
812G2565
12/22/98

9-GB, Unipack
Sun

1947652
815G3884
12/22/98

9-GB, Unipack
Sun

1948013
818G3415
12/22/98

9-GB, Unipack
Sun

1948012
818G3345
12/22/98

9-GB, Unipack
Sun

1948011
818G3343
12/22/98

9-GB, Unipack
Sun

1948014
818G3347
12/22/98

9-GB, Unipack
Sun

1948009
818G3408
12/22/98

Printers
Color LaserJet 5M
HP

1949413
JPHF175546
12/22/98

Color LaserJet 5M
HP

1949414
JPHF175577
12/22/98

LaserJet 8000

HP

1949418
USCB007720
12/22/98

LaserJet 8000

HP

1949416
USCB007295
12/22/98

LaserJet 8000

HP

1949415
USCB007532
12/22/98

Communications 

Netellgnt-2724 Rptr
Compaq
1946179
Y801BSJ10224  12/22/98

Netellgnt-2724 Rptr
Compaq
1946178
Y801BSJ10217  12/22/98

Hub 8/TPC

3Com

1946507
7TLV0746A8
   12/22/98

Raid Unit/Enterprise
Network Array

Sun

1949644
826F294E
12/22/98

Network Array

Sun

1949643
826F294B
12/22/98

Network Array

Sun

1949645
826F294C
12/22/98

Software Licenses

At GSFC (EOC), Bldg 32

Epoch 2000




3 Each

1/30/99

ABE





3 Each

1/30/99

Oracle database




1 Each

1/30/99

At GSFC Bldg. 32

Computers

Ultra 2


Sun

1949631
824FC4E7
01/29/99
Ultra 2


Sun

1949632
824FC4E8
01/29/99

Ultra 2


Sun

1949633
826F38FA
01/29/99

Ultra 2


Sun

1949634
825F3209
01/29/99

Ultra 2


Sun

1949636
825F3208
01/29/99

Ultra 5


Sun

1951071
FW82910242
01/29/99

Ultra 5


Sun

1951072
FW82910591
01/29/99

Ultra 5


Sun

1951073
FW82910246
01/29/99

Ultra 5


Sun

1951074
FW82910429
01/29/99

Ultra 5


Sun

1951075
FW82910515
01/29/99

Ultra 5


Sun

1951076
FW82910373
01/29/99

Monitors
GDM5010PT

Sun

1949641
9815KH1924
01/29/99

GDM5010PT

Sun

1949642
9815KH0811
01/29/99

GDM5010PT

Sun

1951082
9818KH2894
01/29/99

GDM5010PT

Sun

1951084
9818KH2906
01/29/99

GDM5010PT

Sun

1951081
9818KH3113
01/29/99

GDM5010PT

Sun

1951085
9818KH2901
01/29/99

GDM5010PT

Sun

1951086
9818KH2909
01/29/99

GDM5010PT

Sun

1951089
9818KH3077
01/29/99

GDM5010PT

Sun

1951090
9818KH2907
01/29/99


GDM5010PT

Sun

1951097
9818KH2905
01/29/99

GDM5010PT

Sun

1951098
9818KH2902
01/29/99
Printers
LaserJet 8000

HP

1949417
USCB007293
1/29/99

At Integral Systems Inc


Computers
Ultra 5


Sun

1947997
FW81721099
1/29/99
Ultra 5 

Sun

1947999
FW81721034
1/29/99
Monitors
GDM5010PT

Sun

1948007
9810KH0197
1/29/99
GDM5010PT

Sun

1948005
9810KH0171
1/29/99
At Integral Systems Inc


Computers
Ultra 5


Sun

1947643
FW81618541
1/29/99
Ultra 5 

Sun

1948001
FW81720988
1/29/99
Monitors
GDM5010PT

Sun

1947645
9812KH1134
1/29/99

GDM5010PT

Sun

1948004
9812KH1301
1/29/99
Developer 10ppm Color

Laser Printer



N/A

1

4/1/99

Misc. LAN Eqt/cable/etc

N/A

2

4/1/99

9 GB Disk Drive


Sun

1

4/1/99

SCSI Cable



Sun

2

4/1/99

DDS-2 Tape Drive


Sun

1

4/1/99

Compiler C++/Sparc


Sun

5

4/1/99

Adaptive Server


Sybase

2

4/1/99

The following M&O office hardware and software will support the day-to-day operations of the AM-1 satellite.  It is used for planning, trending, and analysis of spacecraft system data.  The equipment is requested as Government Furnished Property because it is viewed as part of the facility, which is Government Furnished.  Additionally, this will ensure consistency with other government office equipment, therefore lowering overall maintenance costs.

9.
Other Government Furnished Property

9.1
Government and Associate Contractor Labor
All Government and non-ECS DAAC contractor (e.g., Computer Sciences Corporation (CSC) Scientific Computing Operations, Maintenance and Communications (SCOMAC) at LaRC, University of Colorado personnel at NSIDC, etc.) labor, material, travel, and other ODCs related to ECS contract at the DAACs transitioned under SOW section 3.8.4 and subsections are provided by the Government to ECS.

9.2
Hard Media for Distribution
Hard media (e.g., tapes, CDROMs, disks, etc) required for the distribution of ECS data shall be provided by the Government once the budget for hard media distribution has been expended.

9.3
HDF
The Government shall continue to fund NCSA to maintain the current baseline version of HDF.

9/6/00
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